
AEA: Continuing Education - Introduction to
Digital Economics and the Economics of

Artificial Intelligence

Martin, Chiara, Avi and Catherine



Agenda

The Intellectual History of Digital Economics and Artificial Intelligence

Foundations: Economic Properties of Digital Data and Infrastructure - Do they lead to
Concentration?

Digital Privacy and Algorithmic Bias

Digital Platforms and Regulation

Digital Economics and the Creative Industries, Retail and Education

Foundations: The Economics of Artificial Intelligence

Artificial Intelligence and Labor Markets

Artificial Intelligence and Innovation

Artificial Intelligence and the Broader Political Economy

Final Thoughts



Catherine introduces the intellectual history of our field
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Catherine talks about the basic economic properties of
digital data and digital infrastructure and uses the
example of the question of whether digital industries
are prone to concentration as a lens to think about
these economic properties.
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Catherine talks about the economics of digital privacy
and also about the shift of policy concerns to the
question of algorithmic bias
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Chiara talks about the current policy debate
surrounding digital platform regulation



Agenda

The Intellectual History of Digital Economics and Artificial Intelligence

Foundations: Economic Properties of Digital Data and Infrastructure - Do they lead to
Concentration?

Digital Privacy and Algorithmic Bias

Digital Platforms and Regulation

Digital Economics and the Creative Industries, Retail and Education

Foundations: The Economics of Artificial Intelligence

Artificial Intelligence and Labor Markets

Artificial Intelligence and Innovation

Artificial Intelligence and the Broader Political Economy

Final Thoughts



Avi talks about the underlying digital economics of a
variety of industries that have been affected by the
digital revolution
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Avi talks about what AI is and why that makes it
interesting for economists
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Avi talks about current research trying to understand
how AI may affect labor markets
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Avi talks about current research trying to understand
how AI relates to the economics of innovation
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Martin talks about how AI can be a tool for government
surveillance and how this affects our understanding of
the broader political economy of AI.
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Three Key Themes

1 Think about what is different.
2 Central role of the economics of information
3 Economics has a key role in helping navigate uncertainty

about inequality, the broader political economy, and
concentration of power.



AEA: Continuing Education - Digital
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Catherine Tucker





Two ways that we can approach how digital industries
may be different

• They are different because of they deal in data and that is
somehow different

• They are different because digital infrastructure is
somehow different



Plan for this session

• What do we know about data
• What do we know about digital infrastructure
• What does this mean in terms of what digital economics

has to predict about concentration
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As a starting point it is useful to think what could be
different about data

• Digital storage costs have fallen a lot
• Though in theory that sounds as though it should take us

towards entry and competition as this reduces fixed costs
• Digital data is non-rival (but then so is information)



What I think makes digital data interesting..

• The question of whether it is excludable or not?
(Blockchain anyone)

• The question of how we make property rights (I will talk
about this more tomorrow)?



But there persists an antitrust debate surrounding data

Usually along the lines of data as an essential facility





For something to be an essential facility you need...

• Rare
• Valuable
• Non-imitable



The Usual Answer

• Network Effects
• Switching Costs





Network Effects

• Local
• Fragile without switching costs
• Sometimes negative



Switching Costs in a Cloud Based Environment



Lack of economies of scale in data



Instead reframe around the ‘cold-start’ problem



So my opinion (which is not held by all digital
economists)

Is that raw data by itself is probably not at the route of our
concerns about the digital economy
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Best Reference on Digital Infrastructure



You will learn a lot about history and technology

• Root servers, fiber, broadband lines, networking switches
and routers, content delivery networks, cloud facilities, and
cellular towers



Useful Facts

• In 2001, 50% of US households had internet and that was
via dial up. In 2007, 50% used broadband.

• 80% of US households have broadband. This is less than
other developed nations.

• 75% of US households have a smartphone.
• 2% of US households in 2018 still use dial up.







Rosston and Wallsten (2019) study ‘Internet
Essentials’. But not much research



An understanding of this infrastructure is important to
understand identification

• The study of the internet has been hindered by our not
very convincing Instruments

• College students
• Topography
• Rail lines

• Switch network IV sounds convincing
• Self-publicity - placement of cellphone towers connected to

historic church placement



Can we learn things from digital infrastructure more
generally about government and infrastructure

• That digital infrastructure has ‘happened’ swiftly, with very
little government intervention.

• Furthermore, the US pathway for digital infrastructure has
dominated worldwide



Where to next in this literature

• Too much focus on the economics of broadband in the
literature

• Not enough research on
• Content Distribution Networks
• Cellular
• Cloud Computing



I might frame this as the switch away from traditional
infrastructure

• Switch to cloud computing allowed Pandora to run
analyzed of the effectiveness of ad campaigns in 4 minutes
rather than 2 hours.

• Switch to private firms controlling the (lack of)
infrastructure.



The cloud added approximately $214 billion in value-added to
U.S. GDP in 2017. The cloud added approximately 2.15 million
jobs in 2017. In approximately 15 years since 2002, the cloud
economy has nearly tripled in size.
However, very little studied



Bringing this back to though to the question of
competition economics

• Nothing I have said about infrastructure suggests any
concern from a tradition industrial organization perspective.

• Economics of scale, scope and so on.



And Yet....



‘A sufficiently successful social platform is
experienced as a piece of infrastructure’



All this is to say that a sufficiently successful social plat-
form is experienced, much like Uber, as a piece of in-
frastructure. Except, instead of wrapping its market-
place around a city’s roads, Facebook makes a new
market around communication, media and civil soci-
ety. This, from a founder’s perspective, is an electri-
fying outcome. But this cultural metastasis has led to
a swift and less-than-discriminate backlash. Already,
calls for regulating the largest internet platforms are
growing louder while remaining tellingly vague.



Should economists join in this new digital platforms as
‘infrastructure’ debate?



Punchline

From my perspective the interesting political economy
questions and policy interest come not from the data-foundation
of digital industries but the fact that digital industries are often
based around information
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In Depth

Challenges to Studying Privacy as an Economist
Modeling it is Hard
Bound Up in Technological Change



What is Privacy?

My Favorite Definition: Freedom from Unwarranted Intrusion





In Depth
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Bound Up in Technological Change



First steps



A Shift in Costs of Data Storage

• In 2001, 1 GB cost $19.70 to store.
• In 2010, 1 GB cost $0.06 to store.
• In 2022, 1 GB cost $0.0023/GB to store.



A Shift in Costs in Data-Driven Technologies



All These Mean That How We Model And Think About
Privacy is Constantly Changing



Agenda

Challenges to Studying Privacy as an Economist

The History of the Economics of Privacy

Outstanding Questions

Algorithmic Bias

Punchline





Share Some Ideas About Good Research Topics for
Researchers

Not in any way intended to be exhaustive.
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In Depth

Outstanding Questions
The Value of Privacy

Let’s Measure Some Benefits to Privacy Regulation
Measuring Privacy Preferences
Privacy Preferences and Contextual Integrity
Privacy Preferences and Information Security Concerns
Time-Inconsistency in Privacy Preferences

Markets and Privacy
The Spread of Privacy Protective Technologies
Algorithmic Privacy
The Broader Economy and Privacy



Breakdown

Outstanding Questions
The Value of Privacy

Let’s Measure Some Benefits to Privacy Regulation
Measuring Privacy Preferences
Privacy Preferences and Contextual Integrity
Privacy Preferences and Information Security Concerns
Time-Inconsistency in Privacy Preferences

Markets and Privacy
The Spread of Privacy Protective Technologies
Algorithmic Privacy
The Broader Economy and Privacy



I am completely guilty of this



Privacy Regulation Might Halt The Spread of Data
Associated With Unfounded Stigma

• Mental Health
• Reproductive Health
• Past Crimes



Privacy Regulation Might Halt The Spread of Data
Associated With Addiction

• Health
• Spending
• Gambling



But if we want to measure more global benefits to
privacy regulation we need to model consumer tastes
for privacy better
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So Far



And Also

Athey, Susan, Christian Catalini, and Catherine Tucker. The digital privacy
paradox: Small money, small costs, small talk. No. w23488. National Bureau
of Economic Research, 2017.



What This Tells Me We Need

Papers with individual-level privacy choice data over time
across difference dimensions. Without that it is hard to make
much progress given our current tool kit. (But even this would
suffer truncation)
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The Theory of Contextual Integrity May Give Us
Insights into How To Model Heterogeneity of Privacy
Preferences Across Domains, Times and Individuals



Contextual Integrity Theory: Helen Nissenbaum



Breakdown

Outstanding Questions
The Value of Privacy

Let’s Measure Some Benefits to Privacy Regulation
Measuring Privacy Preferences
Privacy Preferences and Contextual Integrity
Privacy Preferences and Information Security Concerns
Time-Inconsistency in Privacy Preferences

Markets and Privacy
The Spread of Privacy Protective Technologies
Algorithmic Privacy
The Broader Economy and Privacy



Can This Framework Help Us Distinguish Between
Information Security and Privacy Concerns?
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Inferences From Data Created In Your Youth
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All Economists When Asked to Comment on Privacy



But are Property Rights Easy to Define?

• Beyond Binary Data
• Spillovers
• Inferences Rather than Data
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Why haven’t Individual Data Markets worked?



One obvious explanation is asymmetric information
and moral hazard



Another explanation is that data is just very cheap
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Let’s Look at the Dynamics Elsewhere
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Let’s Move Beyond Studies of Ad Blocking and Move
to the Firm
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Costs of Regulation or Privacy Enhancing?



Breakdown

Outstanding Questions
The Value of Privacy
Markets and Privacy
The Spread of Privacy Protective Technologies

The Diffusion of Privacy Protective Technologies
Do Privacy Protective Technologies Actually Enhance
Welfare?
Cryptoeconomics and Privacy

Algorithmic Privacy
The Broader Economy and Privacy



Perhaps you can do better that me here....
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Do we care about data privacy or inferential privacy?



Inferential Privacy Makes Real The Question of The
Unpredictability of Algorithmic Progress
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The Mirror of Privacy Policy: Data Deserts
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Added Inducement
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Some notes on the framing of the issue

• How the privacy debate has moved from privacy to
data-based discrimination to algorithmic bias



The debate on privacy harms has moved on to
algorithmic discrimination



The FTC Echoes This



Why might algorithms be biased?

• Biased Programmers
• Biased training data
• Bias is learned from humans interacting with the algorithm



What can economists do to inform the algorithmic bias
debate

• Explore areas where we can understand the mechanism
which might explain algorithmic bias (?)

• Point out counterfactual thinking and the existing
economics literature (?)
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Returning to the idea of what is different: Punchline

1 data persistence
2 data spillovers
3 data repurposing



What questions are open for the field

1 Are there ways of measuring privacy preferences?
2 Do consumers value personalize advertising?
3 Do consumers distinguish between data privacy and data

security?
4 Do consumers have hyperbolic discounting when it comes

to future data use? How can we characterize uncertainty
over data reuse?

5 Is there any win on the idea of ‘privacy competition’ Or is
there always a tradeoff between privacy and competition?

6 Do sectoral or unified approaches to privacy competition
work better?

7 What about privacy-protective technologies? Transaction
costs or worthwhile?

8 Please study government surveillance



-



If I get to this final slide in our allotted time I literally
won’t believe it

But thank you a lot for listening and can’t wait for your thoughts
and ideas about where the field should go
cetucker@mit.edu
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Regulating Digital Platforms
Definitions:
• Regulating:
• Consumer protection: ensure consumers are protected from risky transactions.
• Antitrust: protect consumers from abuses of dominant positions.

• Digital Platforms (very loose definition):
• Enable interactions between two or more side of users (multi-sided platforms).
• Facilitate search, matching (incl. payment), trust.
• They are not all MAAMA.



Digital Platforms as Information Aggregators

Platform



Digital Platforms as Information Aggregators
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Digital Platforms as Information Aggregators
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Part 1: 
Regulating Consumer Protection With the Help of Digital Platforms.



Part 2: 
Antitrust Regulation Of Digital Platforms.



Part 1: 
Regulating Consumer Protection With the Help of Digital Platforms.



Consumer Protection

• Most digital platforms enter existing markets, which are already subject 
to regulation…

• Occupational Licensing.
• Certifications.
• Health and Safety Inspections.
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to regulation… designed to address asymmetric information.
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Consumer Protection

• Given it already exists, we could simply extend existing regulation to 
“online providers.” E.g.:
• Extend safety/accessibility regulation for hotels to Airbnb hosts.
• Extend taxi medallion requirements for taxis to Uber/Lyft drivers.



Consumer Protection

• Given it already exists, we could simply extend existing regulation to 
“online providers.” E.g.:
• Extend safety/accessibility regulation for hotels to Airbnb hosts.
• Extend taxi medallion requirements for taxis to Uber/Lyft drivers.

1. Is existing regulation justified in the first place?
2. Does fundamentally different supply warrant different regulation?
3. What other options are available to address asymmetric information?



1.Is Existing Regulation Justified in the First 
Place?
• Online platforms are becoming the primary way of finding professionals 

in many industries:
• Platforms track transactions and reviews.
• Platforms provide a new way to measure the effects of existing regulation.

Consumer Protection in an Online World: An Analysis of Occupational 
Licensing (‘23, joint work with Fradkin, Larsen, and Brynjolfsson)



Platform for Home Improvement Services
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Signaling Value of Licenses v. Reviews



• Exploit variation in licensing laws across US states and home improvement 
occupations.
• Effect of more stringent licensing regulation on:

• Demand:
• No change in aggregate demand
• No change in customer satisfaction

• Supply:
• Reduction in number of options
• Increase in price

• Open Q:
• How can we better measure quality we should care about?
• Which requirements (school, on job training) have largest net benefits? 

Equilibrium Effects of Licensing Stringency

Quantity
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Equilibrium Effects of Licensing Stringency

• Exploit variation in licensing laws across US states and home improvement 
occupations.
• Effect of more stringent licensing regulation on:

• Demand:
• No change in aggregate demand
• No change in customer satisfaction

• Supply:
• Reduction in number of options
• Increase in price

• Open Q:
• How can we better measure quality dimensions we should care about?
• Which requirements (school, on job training) have largest net benefits? 



2.Does Fundamentally Different Supply Warrant 
Different Regulation?
• Existing regulation is designed for “professional providers.”
• This tends to generate “dedicated supply:” 
• Hotels whose rooms are available ~365 days a year;
• Taxis who are available in ~8-hour shifts.

The Welfare Effects of Peer Entry: The Case of Airbnb and the 
Accommodation Industry (‘22, joint with Fradkin)



The Accommodations Market Before Airbnb
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The Accommodations Market Before Airbnb
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Airbnb Facilitates Entry of “Flexible Supply”

• Flexible supply is responsive to demand fluctuations, by 
entering when demand is high and contracting when 
demand is low.

• Large welfare benefits for consumers, by expanding choice 
set and reducing prices in periods when demand is highest 
and dedicated capacity is sold out.



Open Q: How to Adapt Regulation to a Mix of 
Flexible & Dedicated Supply?

• How should we design a two-part regulatory system while 
maintaining fair competition?

• How do we distinguish between “flexible” and “dedicated” supply?
• In some cities, home-sharing hosts are subject to fewer restrictions than 

hotels but cannot rent to travelers for more than a few nights a year. 
• In others, ridesharing drivers are subject to fewer restrictions than taxi 

drivers, but also cannot perform the same pick-up/drop-offs as taxis (e.g., 
airports).



3. Other Options to Address Asymmetric 
Information?

• Existing regulation often relies on experts’ evaluations of providers’ 
quality.
• Can digital traces/online reputation substitute experts (Shapiro, 1986)? 

Consumer Reviews and Regulation: Evidence from NYC Restaurants (‘23, 
joint with Zervas)



Role of Online Reviews in Informing 
Consumers about Restaurant Hygiene 



Role of Online Reviews in Informing 
Consumers about Restaurant Hygiene 
• On one hand:
• Online reviews contain informative signals of restaurant hygiene.
• These signals are effective at driving demand away from dirty restaurants. 

• On the other hand:
• Online reviews are more informative some hygiene dimensions (pests and 

food handling practices) than others (worker hygiene).

• Open Q:
• How can we leverage useful quality information to improve regulatory 

monitoring (i.e., achieve same quality with less expert effort or increasing 
quality with same expert effort)?
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What Makes Digital Platforms Different? 

Confluence of: 
• Marginal and distribution costs ~ 0.
• Strong economies of scale and scope. 
• Increasing marginal returns to data. 
• Strong network effects.
• Outside of the Big 5, unlikely to be strong enough to justify concentration of 

activity on a single platform ( “Dog Eat Dog: Balancing Network Effects and 
Differentiation in a Digital Platform Merger,” ‘22, with Fong and Fradkin).

Taken from Scott-Morton et al., 2019, “Committee for the Study of Digital Platforms,” 
Report, Stigler Center for the Study of of the Economy and the State. (Stigler report)



What Makes Digital Platforms Different? 

Confluence of: 
• Marginal and distribution costs ~ 0.
• Strong economies of scale and scope. 
• Increasing marginal returns to data. 
• Strong network effects.
• Outside of the Big 5, unlikely to be strong enough to justify concentration of 

activity on a single platform ( “Dog Eat Dog: Balancing Network Effects and 
Differentiation in a Digital Platform Merger,” ‘22, with Fong and Fradkin). 
• Treat the Big 5 as “public utilities” (Tirole, ‘14)

Taken from Scott-Morton et al., 2019, “Committee for the Study of Digital Platforms,” 
Report, Stigler Center for the Study of of the Economy and the State. (Stigler report)



Antitrust Regulation of Digital Platforms 
until Recently

Under-
enforcement



Antitrust Regulation of Digital Platforms 
going Forward

Under-
enforcement



Incredibly Exciting Time to Study Platform 
Antitrust, but How?
• We need more work quantifying the trade-offs of various policy 

recommendations.
• Platforms are information aggregators, so they have plenty of data to 

look at.



Incredibly Exciting Time to Study Platform 
Antitrust, but How?
• We need more work quantifying the trade-offs of various policy 

recommendations.
• Platforms are information aggregators, so they have plenty of data to 

look at.

• Try knocking on Amazon’s door: “I’d like to use your data to study 
whether you give priority to your products…”



Webmunk: A New Tool for Studying Online Behavior and 
Digital Platforms

A browser extension that can:
• Manipulate your browsing 

experience;
• Track your browsing behavior;
• Prompt you to complete 

additional tasks.
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Webmunk

A browser extension that can:
• Manipulate your browsing 

experience;
• Track your browsing behavior;
• Prompt you to complete 

additional tasks.

webmunk.org



First Application of Webmunk: Self-Preferencing at Amazon: 
Evidence from Search Rankings (‘23, with Fradkin and MacKay)

Recruited participants through Facebook:
• Ask them to install Webmunk and keep it installed for a few weeks. 
• ~3k Amazon searches by ~180 users (currently expanded to ~1,200).

Descriptives highlight how search results and their position are key for 
product discovery:
• 46% of product pages are reached through a search results page (11% of 

product pages are reached from outside Amazon);
• In 72% of searches, consumers do not click past the first page;
• (based on scroll position data) half of the products on a full results page are 

actually seen.
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How Does Amazon Rank Products?

• Strongest predictors of higher position:
• Prime eligibility
• Number of ratings
• Best Seller badge
• Sponsored
• … and Amazon Brand

• Effect ~30% as large as priority given to sponsored products.
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Why do we care how Amazon Ranks Products?

Digital Markets Act:
• Applies to large “gatekeepers” who operate one or more “core 

platform services” (e.g. search, social networks, os,…).
• Ex-ante obligations based on 2 principles:
• Contestability (give market a chance at competition): e.g., interoperability
• Fairness (competition based on merits): e.g., no self-preferencing, no 

combining data across services.

• Is the priority given to Amazon brands evidence of self-preferencing?
• Not necessarily.
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• Not necessarily.



How Do We Test for Self-Preferencing? 

• Aguiar et al. (‘21) and Reimers et al. (‘23): A platform is biased in favor 
of a product if the product attains smaller success conditional on ex-
ante assessment.
• Ex-ante assessment: product rank
• Success: demand 



Back to Webmunk (in progress, 
with Fradkin and MacKay)

Ask participants to perform incentivized 
shopping tasks:
• Search for products in pre-specified 

categories;
• Pick one product to add to “Webmunk

Wishlist;”
• With high probability: 

• We buy a product on their wishlist;
• Give them $50-price as additional 

compensation.
• Amazon branded products are ~4% of 

the products listed and ~8% of the 
products chosen. 
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Testing for Self-Preferencing

Test 
suggests 

that 
platform is 
neutral or 

even 
biased 
against 
Amazon 
brands.



Is that enough?  

• Dynamic “self-preferencing” could be difficult to detect in a cross-
section (e.g., strategies allowing Amazon brands to accumulate more 
reviews than comparably similar third-party products).



Webmunk as a tool to run online experiments
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Concluding Remarks

Digital platforms collect, aggregate, and redistribute valuable data:
• (consumer protection) regulation WITH platforms
• Online reputation as partial alternative to ex-ante screening mechanisms such 

as occupational licensing or ongoing monitoring such as health and safety 
inspections.

• (antitrust) regulation OF platforms
• Incredibly exciting time to study platform antitrust. 
• We need more creative ways of collecting data.
• Look out for policy changes (and don’t just focus on the unintended 

consequences J )



Thank you.
cfarronato@hbs.edu

[And thanks to my co-authors in these papers & ongoing work:    
Andrey Fradkin, Erik Brynjolfsson, Jessica Fong, Chris Karr, Bradley 
Larsen, Tesary Lin, Alexander MacKay, Giorgos Zervas]



Digital Economics in 
retail, entertainment, 

(and higher education)



Geography and digital economics



1997 2005





Key forces

• Cost of transporting information falls.
• This cost becomes similar for long distance and short distance 

transportation of information.



Is distance dead?

• In retail: e.g. Brynjolfsson, Hu, and Rahman (2009)
• In trade of digital goods: e.g. Blum and Goldfarb (2006)
• In exchange rate pass-through: e.g. Gorodnichenko and Talavera (2017)
• In finance: e.g. Eichengreen, Lafarguette, and Mehl (2016)
• In business internet use: Forman, Goldfarb, and Greenstein (2005)



But cyberspace is not a real 
place



Offline options matter



Balasubramanian’s 
(1998) adaptation 
of a Salop model



• Clothing: Brynjolfsson, Hu, and Rahman (2009)

• Books: Forman, Ghose, and Goldfarb (2009)

Offline options affect online purchasing

10



Preference minorities

Choi and Bell (2011)



• Clothing: Wang and Goldfarb (2017)

• Glasses: Bell, Galleno, and Moreno (2018)

Offline options can create awareness

12



Governments 
are local

13



• Taxes: 
• Goolsbee (2000)
• Ellison and Ellison (2009)
• Anderson et al (2011)
• Einav et al (2014)

• Copyright policy: 
• Gomez Herrera and Martens (2014)

• Privacy policy: 
• Goldfarb and Tucker (2011); 
• Goldberg, Johnson, and Shriver (2022)
• etc.

• Etc.

Government policy

14



Trust is easier locally

15



Spatial correlation in tastes (local culture)

16



• Local website visits
• Blum and Goldfarb (2006)

• Local news
• Sinai and Waldfogel (2004)

• Local language
• Gandal (2006)

Spatial correlation in tastes (local culture)

17



Social networks are 
disproportionately 
local

18



• Online as a complement to face-to-face
• Hypothesis: Gaspar and Glaeser (1998)
• In academic research: Agrawal and Goldfarb (2008)
• In crowdfunding: Agrawal, Catalini, and Goldfarb (2015)

• Trust in local connections
• Forman, Ghose, and Weisenfeld (2008)

Social networks are disproportionately local

19



Geography and digital economics

Cyberspace is not a real place



Digital economics and 
the entertainment industry

(Draws heavily on work and slides of Joel Waldfogel)



The economics of copyright

• Piracy vs file sharing

• A massive literature shows that the internet affected revenues of 
copyright protected industries. Overall, the evidence suggests that 
revenue declined.
• Rob & Waldfogel (2006); Smith & Telang (2009); Zentner (2006); Oberholzer-

Gee & Strumpf (2007); etc.



Impact of digital technology on music revenues

• Figure 2.1: RIAA Total Value of U.S. Music Shipments, 1973-2015
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Digital economics and copyright

• Cultural products are expensive and risky
• $100 million per MPAA movie
• Recording industry is very investment-intensive

• Without protection, hard to finance creativity
• Copyright grants creators monopoly rights to provide incentives for creative 

activity
• Monopoly is bad, but we accept the bad (higher prices, reduced consumption) to 

get a continued flow of new products
• Digitization reduces effective protection, and many believe we need stronger 

enforcement



On the other hand…

• Falling costs of production, distribution, promotion
• Easier to bring new products to market without the investment and 

permission of traditional intermediaries
• Production: feasible with inexpensive equipment (e.g. GarageBand, etc.)
• Distribution: $10 to make your song available on iTunes via CD Baby
• And the number of new products has exploded
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• Tripling in # of new products
• Nielsen: 35k in 2000, 100k in 2010



How would we know whether copyright is 
“working” after digitization?
• Standard question (“what’s happening to revenue of incumbent firms?”) would 

be sufficient if costs were constant
• Piracy – by reducing revenue – threatens to curtail creation

• But cost reduction may render lower revenue sufficient
• We have experienced offsetting shocks: horse race

• Better – hard – question: “what has happened to the quantity and quality of 
cultural products under digitization?”



Is the new music good compared with the 
old? (critics)
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Is the new music good compared with the 
old? (critics)

• Regression:

• Plot θ’s
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Figure 2.2: Number of Albums from the Rolling Stone 500 Released Each Year



What happens to the critic-based quality 
index?
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Figure 2.4: Music Quality Index Based on Critics
Source: Waldfogel (2012).

Index is falling prior 
to Napster

Post-Napster 
constancy is, if 
anything, a 
relative 
increase

                  

Voila: quality 
does not fall 
after Napster



Usage-based indices: airplay and sales
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Figure 2.5: Music Quality Index Based on U.S. Airplay

-1

0

1

2

ce
rti

fic
at

io
ns

-b
as

ed
 in

de
x

1960 1970 1980 1990 2000 2010
Year

Figure 2.6: Music Quality Index Based on RIAA Sales Data



How might digitization increase total surplus 
from the entertainment industry?

• Investors make guesses about work’s marketability
• Greenlight if expected revenue exceeds the cost
• If the number of new works rises (say, because of lower cost of 

production) then:

• What happens to the volume of “good” work available to 
consumers?



Suppose marketability were predictable

• Then reduction in cost brings more products
• But they are of modest quality: new threshold < expected revenue 

(“quality”) < old threshold



Might digitization improve quality?

• What does cost reduction do when “nobody knows anything”?



Aguiar and Waldfogel (2018 JPE)



New view: digitization allows more new 
products
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Education



These forces are coming for education

• Work thus far is somewhat limited.

• Role of geography and communication in research.

• Role of low marginal costs of production and distribution in teaching.



Role of low transport costs in research



Role of low marginal costs of production and 
distribution in teaching.
• Thus far, little empirical 

impact on higher ed., and 
little systematic economic 
research on k-12.
• Hypothesis is that the best 

teachers will be able to scale. 
• Global competition.





1995?



New EconomyNew Economy









Semiconductors



Semiconductors



Expanding Range of Use of an 
Input



Expanding Range of Use of an 
Input



Source: https://www.ais.uni-bonn.de/deep_learning/



What is Artificial Intelligence?



Defining Artificial Intelligence

• Oxford English Dictionary definition: “the theory and 
development of computer systems able to perform tasks 
normally requiring human intelligence.”

• A moving target!





Automation

• A process is automatic if it is performed without human 
assistance. 

• Automation occurs when a process previously performed by 
humans becomes automatic.

• Fear of massive job losses largely driven by the potential of 
AI to automate processes.



Microsoft’s 
(2019) 

System of 
Intelligence • Domain structure “allows you to break a complex task into composite 

tasks that can be solved with ML”
• Data generation in AI systems “requires an active strategy to keep a 

steady stream of new and useful information flowing into the composite 
learning algorithms”

• “The current instance of AI is ML-driven. ML algorithms are implanted in 
every aspect of AI.”





PREDICTION:
Using information that you do have 
to generate information that you 
don’t have
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Artificial Intelligence
$

1950 2018

Cost of
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The First Wave: Point solutions

Greater energy efficiency through fewer line shafts 
and reduced friction losses



The Second Wave
Flexible machine placement 
Lighter construction
Single story
Modular production

Warren D. Devine Jr,  1983, “From Shafts to Wires: Historical Perspective on Electrification,” Journal of Economic History 43(2), 347–72. 





THE 
BETWEEN 

TIMES



What is a General Purpose Technology (GPT)?



What is a GPT?

• Intersection of micro (economics of innovation) and macro (economics of growth)

• Examples: The steam engine, electrification, computers, etc.
– They are rare!

• The long run impact on productivity and society is large.

• The productivity impact of GPTs takes time. 
– GPT means slow growth today and fast growth tomorrow. 

• Co-invention in the application (“using”) industry is key. It pushes against decreasing 
returns to the innovation through a positive feedback loop with the producing 
industry.



Co-invention

35









THE 
BETWEEN 

TIMES



Predictions and Decisions



Today’s AI is prediction technology

Prediction is valuable because it is an 
input into decision-making

Decision-making is everywhere

Prediction ≠ decision-making 









Judgment is the process of determining 
what the reward is to a particular action in 
a particular environment.









Recent AI is all about prediction

Where does this come from?

Thought
Experience

De gustibus non est disputandum

Judgment is the process of determining the 
value of actions in a given state

maxx∈X u(x,θ )dF(θ s)∫





Machines don’t decide



Open questions

• Language and vision are being solved through machine 
learning.

• These are new types of prediction problems. 
• What are the implications for the nature of work, and the 

necessary complementary inputs?

• Often, the literature on the economics of technology is all 
about complements. Which complements matter here? 



“Should we risk loss of control of 
our civilization? Should we 
develop nonhuman minds 
that might eventually 
outnumber, outsmart, 
obsolete and replace us?” 

“Should we let machines flood our 
information channels with 
propaganda and untruth?”

“Should we automate away all 
the jobs, including the 
fulfilling ones?”





Potential for a Productivity Boom?
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“Should we risk loss of control of our civilization? 
Should we develop nonhuman minds that might 
eventually outnumber, outsmart, obsolete and 

replace us?” 



“Should we develop nonhuman minds that might eventually 
outnumber, outsmart, obsolete and replace us?”

“If progress in AI cannot be halted, our 
description above suggests mechanisms 
that may ensure that humans can afford a 
separate living space and remain viable: 
because humans start out owning some of 
the factors that are in limited supply, if 
they are prohibited from transferring these 
factors, they could continue to consume 
them without suffering from their price 
appreciation.”



“Should we develop nonhuman minds that might eventually 
outnumber, outsmart, obsolete and replace us?”



“Should we develop nonhuman minds that might eventually 
outnumber, outsmart, obsolete and replace us?”





“Should we let machines flood our information 
channels with propaganda and untruth?”



“Should we let machines flood our information 
channels with propaganda and untruth?”

• The economics are more complicated than popular discourse 
suggests. Lots of big open questions. Little research to date. 



“Should we let machines flood our information 
channels with propaganda and untruth?”



“Should we automate away all the jobs, including the 
fulfilling ones?”



Wrong question!





“Baumol (1967) observed that sectors 
with rapid productivity growth, such as 
agriculture and even manufacturing 
today, often see their share of gross 
domestic product (GDP) decline while 
those sectors with relatively slow 
productivity growth—perhaps including 
many services—experience increases. 
As a consequence, economic growth 
may be constrained not by what we do 
well but rather by what is essential and 
yet hard to improve.”



“There are really two 
separate questions: there 
is an employment 
question, in which the 
fundamental question is, 
can we find fulfilling ways 
to spend our time if 
robots take our jobs? And 
there is an income 
question, can we find a 
stable and fair 
distribution of income?.”



WHY MIGHT INEQUALITY INCREASE?





Market Power





Computing and the internet increased inequality





The task-based model

24





MUST INEQUALITY INCREASE 
WITHOUT REDISTRIBUTION?



Introduction:
One group designed powerful machines 
that allow humans to perform previously 
unthinkable tasks, like programming robots 
for space exploration, while the other 
works to replace humans with machines, 
like the developers of artificial intelligence 
robots to perform the work of doctors and 
lawyers.

Conclusion: 
The solution to the contradiction inherent 
in AI versus IA lies in the very human 
decisions of engineers and scientists…who 
all have intentionally chosen human-
centered design.



A good start would be to 
replace the Turing Test, and 
the mindset it embodies, with 
a new set of practical 
benchmarks that steer 
progress toward AI-powered 
systems that exceed anything 
that could be done by humans 
alone. 





“damaging competition, consumer 
privacy and consumer choice; 
excessively automating work, 
fueling inequality, inefficiently 
pushing down wages, and failing to 
improve worker productivity; and 
damaging political discourse, 
democracy's most fundamental 
lifeblood.”



• Some of their writing suggests that they want to change the objectives and 
philosophy of the entire research field. 

• The underlying hypothesis is that if the technical objectives of AI research are 
changed, then this will steer the economy away from potential loss of jobs, 
devaluation of skills, inequality, and social discord following from this. 

• In this way, society can avoid what Brynjolfsson calls the “Turing Trap”, where 
AI-enabled automation leads to a concentration of wealth and power.

https://www.amacad.org/sites/default/files/publication/downloads/Daedalus_Sp22_19_Brynjolfsson.pdf
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“One worker’s automation is 
another’s augmentation. 
Automation of rare high value 
skills can mean augmentation 
for everyone else. Similarly, 
augmentation that complements 
the lucky humans with rare 
high value skills can mean 
increased inequality and a 
hollowing out of the middle 
class.”







• The first 50 years of computing contain many technologies that appear to be
intelligence augmenting, creating new capabilities and new products and services.

• The last 10 years have seen a rise in artificial intelligence applications, whose
inventors directly aspire to automate tasks currently performed by humans.

• The apparently augmenting technologies appear to have increased inequality.

• But one person’s automation is another’s augmentation.

• Perhaps the automating technologies will decrease inequality, depending on whose
work gets automated and whose gets augmented.



“damaging competition, consumer 
privacy and consumer choice; 
excessively automating work, 
fueling inequality, inefficiently 
pushing down wages, and failing to 
improve worker productivity; and 
damaging political discourse, 
democracy's most fundamental 
lifeblood.”



“Should we risk loss of control of 
our civilization?” Should we 
develop nonhuman minds 
that might eventually 
outnumber, outsmart, 
obsolete and replace us?” 

“Should we let machines flood our 
information channels with 
propaganda and untruth?”

“Should we automate away all 
the jobs, including the 
fulfilling ones?”



Open questions

• Will AI lead to a large improvement in productivity? 
• If it does, which forces dominate with respect to inequality? 
• What does equilibrium look like when fake images, sounds, 

and videos are easy to create?
• How soon, and under what circumstances, should we be 

concerned about market power? 





Policy options and challenges

• The social safety net: With the familiar tradeoffs.

• Bill Gates called for taxation of robots. 
– Standard argument: less investment, slower productivity growth
– Stiglitz and Korinek (2019): A combination of finely balanced IP rights and capital taxation can limit distortions and enable

distribution.

• Universal basic income
– Goolsbee (2019), Furman (2019), Furman and Seamans (2019), and others are quite critical of this idea.

• The challenge of finding meaning in leisure.
– Francois (2019), Stevenson (2019)

• Political economy
– Arrow’s impossibility theorem (Francois 2019)
– Inequality, mass displacement, and threats to democracy (Trajtenberg 2019). 



Other AI policy topics

• Privacy (already covered)
• Bias (already covered)
• Trade
• Liability
• Collusion



Trade

• Many countries view A.I. investments as 
strategic. 



A.I. and trade policy

• Only worth these investments if there are large anticipated rents from leading 
in A.I. 

• Trade agreements currently include provisions for environmental and labor 
standards to avoid a race-to-the-bottom.

• Could include A.I. industry subsidy provisions, including rules on access to 
government data.

• On privacy, the E.U. might want U.S. and China to have stricter privacy results 
so that E.U. companies can succeed despite the E.U.’s stricter take on the 
right to privacy.

Goldfarb and Trefler 
(2018)



Impact of AI: Translation and Trade

• On eBay, the introduction of an upgraded machine 
translation system increased exports by 10.9%





Liability

• The purpose of the tort system is to deter people and companies 
from injuring others, and to compensate injured parties.

• Tort risk can increase or decrease innovation, depending on 
whether the risk is driven by new or existing products.

• Need clear liability rules. Those rules need to be strict enough for 
consumers to trust the technology (and for the technology to be 
safe!) but not so strict that companies bear too much risk.

Galasso and Luo (2018)



Collusion



Collusion





AEA: Continuing Education - Algorithmic
Exclusion

Catherine Tucker
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Algorithmic Exclusion

When Algorithms err because data is missing due to
differences in privilege

• Sparsity
• Fragmentation



In equation form (this may be lunchtime but this is
MIT):

Y = Xβ + ϵ
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Sparse Data



More general point that a broad digital footprint is a
matter of privilege

• Computer Work
• Mobile Data
• Internet of Things



The idea of data deserts is neglected
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Fragmented Data

• Algorithmic data is not usually from single source
• Datasets have to be matched a
• How do you match? Cell phones..Email

addresses...Names
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Conclusions



Based on Algorithms of Data Brokers



What Kind of Predictions are bought by data broker
clients (Lotme)

• Age (76%)
• Gender (61%)
• Income (50%)
• Education (40%)
• Children (32%)



But how do Data Brokers Know Age and Gender?



Simple prediction task

• Data on Browsing behavior
• May tell us whether someone is a female (if I browse

sanitary products)
• May tell us age (if I browse retirement homes)



We asked how good data brokers are at this



What we did

• We identified cookies from ‘pureprofile’ panel survey.
• We asked data brokers to tell whether they were male or

(25-34)



Results
Data Broker Number of Cookies Gender Accuracy
A 1396 27.5
B 408 25.7
C 1777 35.2
D 495 56.4
E 527 48.8
F 480 47.9
G 562 46.8
H 1016 33.2
I 2336 33.6
J 14342 42.4
K 346 30.6
L 547 51.9
M 456 49.1
N 5099 62.7



We went out and got new data on the people who were
profiled

• We wanted to know if this was related to income inequality



Results

• Richer, more educated, home-owning people are more
likely to be profiled accurately

• In particular, they are more likely to have accurate
demographic information



With new coauthors we found some interesting results
for race using public records data in North Carolina



And Race..



But should we care if people are poorly profiled by
algorithms as they have missing data?



Summary

• Data is often sparse
• Data is often fragmented
• This leads to algorithmic exclusion where algorithms work

poorly
• Interaction with inequality appears important outside of

advertising
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Punchline

• Perhaps for low-income people AI not making predictions
is a bigger concern

• Algorithmic transparency or auditing doesn’t address this
• Instead we need to also think about data deserts in the

way we think about food deserts in a world of algorithms



Thank you!

cetucker@mit.edu



AI and Innovation



AI as a GPT for 
innovation



A.I. as a General Purpose Technology for Innovation

Aghion, Jones, and Jones (2018)
Agrawal, McHale, and Oettl (2018)
Cockburn, Henderson, and Stern (2018)

Could lead to exponential growth in ideas and reverse the trend 
that scientific ideas are getting harder to find.



An invention of a method of inventing
• Griliches (1957) highlighted that some new research tools 

are inventions that constitute a new way of creating new 
products. 

• Hybrid corn represented a widely applicable method for 
breeding may new varieties. Previously, a primary focus of 
agricultural innovation was increased specialization of 
natural varieties through self-fertilization.

• The discovery of double-cross hybridization “was the 
invention of a method of inventing”, generating a large 
impact on agricultural productivity.

Cockburn, Henderson, and Stern (2018)



A.I. as an invention of a method of inventing
• “One of the important insights to be gained from thinking about IMIs, therefore, is 

that the economic impact of some types of research tools is not limited to their ability 
to reduce the costs of specific innovation activities—perhaps even more 
consequentially they enable a new approach to innovation itself, by altering the 
“playbook” for innovation in the domains where the new tool is applied.” 

• A.I. is already widely used in research and innovation across many fields.
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https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4443738

“Scientific discovery in economics 
iterates between theory 
development and anomaly 
generation.”

“anomaly generation is an empirical 
activity at its core.”

“We rely on the creativity and 
intuition of researchers for all of 
these steps in generating anomalies”

“machine learning algorithms can 
process far more domain-specific 
data than any one person.”



https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4443738

“Scientific discovery in economics 
iterates between theory 
development and anomaly 
generation.”

“anomaly generation is an empirical 
activity at its core.”

“We rely on the creativity and 
intuition of researchers for all of 
these steps in generating anomalies”

“machine learning algorithms can 
process far more domain-specific 
data than any one person.”

“Our main contribution is to develop 
algorithmic procedures that take as inputs 
any formal theory and data from a scientific 
domain that it seeks to explain, applies a 
supervised learning algorithm to that data, 
and then automatically generates anomalies, 
if they exist.”



Nagaraj (2018), Nagaraj & Stern (2020)

• Emphasizes the importance of “information infrastructure”: Better 
maps unlocked enormous wealth.

• Landsat, a NASA satellite mapping program, led to substantial new 
gold deposit discoveries.

• Helped junior firms relative to established miners.

10



Example: Information infrastructure and ML 
to advice scientific discovery



https://www.nber.org/papers/w31017



“human cognition is no longer the only way to notice patterns in the world. 
Machine learning algorithms can also notice patterns, including patterns 
people might not notice themselves.”

“data on human behavior is exploding”

“these changes can be leveraged to expand how we generate hypotheses.”



“We begin with a striking fact. When 
we build a deep learning model of 
the judge—one that predicts whether 
the judge will detain a given 
defendant—a single factor emerges 
as having large explanatory power: 
the defendant’s face. A predictor that 
uses only the pixels in the 
defendant’s mugshot explains from 
one-quarter to nearly one-half of the 
predictable variation in detention.”



“When we control for age, gender, race, skin color, and even the facial features suggested by previous 
psychology research (dominance, trustworthiness, attractiveness and competence), none of these 
factors (individually or jointly) meaningfully diminishes the algorithm’s predictive power (see Panel A of 
Figure I).

known features explain 22.3% of the variation in predicted detention (see Panel B of Figure I). The key 
point is that the algorithm has discovered a great deal more as well.”



“When we control for age, gender, race, skin color, and even the facial features suggested by previous 
psychology research (dominance, trustworthiness, attractiveness and competence), none of these 
factors (individually or jointly) meaningfully diminishes the algorithm’s predictive power (see Panel A of 
Figure I).

known features explain 22.3% of the variation in predicted detention (see Panel B of Figure I). The key 
point is that the algorithm has discovered a great deal more as well.”



“What, then, are the novel facial features 
the algorithm has discovered? If we are 
unable to answer that question, we will 
have simply replaced one black box (the 
judge’s mind) with another (an algorithmic 
model of the judge’s mind). We propose a 
solution whereby the algorithm can 
communicate what it “sees.”

our procedure begins with a mugshot and 
“morphs” it to create a mugshot that 
maximally increases (or decreases) the 
algorithm’s predicted detention probability.

The algorithm discovers, and people name 
that discovery…. The first can be called 
“well-groomed”

…the second can be called “heavy-faced””



Summary of their process







Artificial Intelligence and Governments:
the Good, the Bad, and the Ugly

Martin Beraja (MIT)

AEA Continuing Education, January 2023



AI and Governments: the Good, the Bad, and the Ugly

▶ AI is a multi-faceted technology, with different features and uses

▶ Has brought opportunities and challenges, raising questions about the role of gov’ts

1. The Good: AI is a data-intensive technology. New gov’t policies to foster innovation?
“Data-intensive innovation and the state: Evidence from AI firms in China” (with Yang and Yuchtman)

2. The Bad: AI is an automation technology. Should gov’ts tax it and slow down adoption?
“Inefficient automation” (with Zorzi)

3. The Ugly: AI is a surveillance technology. Gov’t misuse for repression and social control?
“AI-tocracy” (with Kao, Yang and Yuchtman)
“Exporting the surveillance state via trade in AI” (with Kao, Yang and Yuchtman)
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Outline

1. The Good: Access to Government Data as Innovation Policy

2. The Bad: Inefficient Automation

3. The Ugly: AI-tocracy



The Good: Access to Government Data as Innovation Policy

▶ Much focus on how data collected by private firms shapes AI innovation
(Agrawal et al., 2019; Jones and Tonetti, 2020)

▶ Yet, throughout history, states have also collected massive quantities of data

▶ The state has a large role in many areas
▶ Public security, health care, education, basic science...

Can access to government data stimulate commercial AI innovation?
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Data-intensive Innovation and the State: Evidence from AI firms in China

A common way in which firms access to gov’t data is by providing services to the state

Think about facial recognition AI sector in China...

▶ Algo’s trained on video of faces from many angles

▶ Government units collect this data through their
surveillance apparatus, and contract AI firms

▶ Firms gaining access to this data use it to train
algorithms and provide gov’t services

▶ If gov’t data or algorithms are sharable across
uses, they can be used to develop commercial AI
(e.g., a facial recognition platform for retail stores)
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Data 1: linking AI firms to govt. contracts

1. Identify all facial recognition AI firms

- 7,837 firms
- Two sources: Tianyancha (People’s Bank of China) and PitchBook
(Morningstar)

2. Obtain universe of government contracts

- 2,997,105 contracts
- Source: Chinese Govt. Procurement Database (Ministry of Finance)

3. Link government buyers to AI suppliers
- 10,677 AI contracts issued by public security arms of government (e.g.,
local police department)
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Data 2: AI firms’ software production

Registered with Min. of Industry and Information Technology

Categorize by intended customers (with RNN model using tensorflow):

1. Commercial: e.g., visual recognition system for smart retail;
2. Government: e.g., smart city — real time monitoring system on main traffic routes;
3. General: e.g., a synchronization method for multi-view cameras based on FPGA chips.

5 / 17



Data 3: measuring access to government data

Within AI public security contracts: variation in the data collection capacity of the public
security agency’s local surveillance network

1. Identify non-AI contracts: police department purchases of street cameras
2. Measure quantity of advanced cameras in a prefecture at a given time
3. Categorize public security contracts as coming from “high” or “low” camera capacity prefectures

6 / 17



Public security contracts “data-richness” & Commercial AI innovation

Regional variation in contracts Empirical strategy

▶ Triple diff: soǒtware releases before and aǒter firm
receives 1st data-rich contract (relative to data-scarce)

yit =
∑
T

β1TTitDatai+
∑
T

β2TTit+αt+γi+
∑
T

β3TTitXi+ϵit

- Tit : 1 if T semi-years before/since firm i’s 1st contract
- Datai : 1 if firm i receives “data rich” contract
- Xi pre-contract controls: age, size, and soǒtware prod
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Public security contracts “data-richness” & Commercial AI innovation

Regional variation in contracts Cumulative commercial soǒtware releases

Magnitude: 2 new products over 3 years
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Outline

1. The Good: Access to Government Data as Innovation Policy

2. The Bad: Inefficient Automation

3. The Ugly: AI-tocracy



The Ugly: AI-tocracy

▶ As a technology of prediction, gov’ts may use AI for repression and social control
(Zuboff, 2019; Tirole, 2021; Acemoglu, 2021)

▶ Facial recognition AI, in particular, is a technology of surveillance (and dual-use)

Evidence from China?
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AI-tocracy

Unrest and gov’t procurement of AI

Unrest −→ Gov’t buys AI and cameras

9 / 17



AI-tocracy
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Exporting the Surveillance State via Trade in AI

Exports of AI: China v. US

Autocracies and weak democracies are
more likely to import AI from China
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The Bad: Inefficient Automation

▶ Past automation (robots) has displaced workers and lowered their earnings
Acemoglu and Restrepo, 2020, 2022; Humlum, 2021

▶ Two economic arguments for slowing down automation based on:

1. Equity considerations (Guerreiro et al, 2022; Costinot and Werning, 2022)

2. Efficiency considerations (Beraja and Zorzi, 2023)

Are these arguments as strong for AI (e.g., LLMs) as they were for robots?
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Firms

Continuous time t ≥ 0

Occupations

h = A (degree α ≥ 0) or h = N

yA = , yN =

Final good producer

G⋆
(
µA, µN;α

)
≡

Automation

∂AG⋆
(
µA, µN;α

)
↓ in α (labor-displacing)

G⋆
(
µA, µN;α

)
concave in α (costly)

Profit maximization

max
α≥0

∫ +∞

0

QtΠt (α)dt

Πt (α) ≡ max
µA,µN≥0

G⋆
(
µA, µN;α

)
−µAwAt −µNwNt
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Workers

Preferences

U0 =

∫
exp (−ρt) c

1−σ
t

1− σ
dt

Initial allocation

(
µAt , µ

N
t
)

= 1/2 in t = 0

Reallocation aǒterwards

Budget constraint

daht =
[
Yh,⋆
t + rtaht − cht

]
dt

Two frictions

1. Reallocation (neoclassical)

- Random opportunities arrive at rate λ

- Unempl. / retrain. exit at rate κ

2. Borrowing

aht ≥ a for some a ≤ 0
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Equity and Efficiency Rationales for Taxing Automation

Workers’ Incomes

𝑌!"(𝛼)
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Non-automated workers

Automated workers

Ricardian workers
(ample savings, borrow easily)
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Quantitative Model (calibrated to robots / routine-intensive occs. in the US)

▶ Adds: gradual autom. + idiosync. risk (Huggett-Aiyagari) + gross flows (McFadden)

Half-life of automation
16 years at LF v. 22 years at SB

Welfare gains
0.8% for A workers and 0.2% overall

Wage supplements: In PDV, second
best as if giving $19,116 to A, and

taking $4,615 from N
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Robots̸= AI (generative, LLMs)

▶

▶ Weaker rationale for slowing down AI due to job automation. AI alignment concerns?
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Robots̸= AI (generative, LLMs)

▶ Equity rationale seems much weaker for AI than it was for robots
▶ Robots automate routine, low-to-middle-wage jobs (car manuf)
▶ AI (likely) automates cognitive, middle-to high-wage jobs (lawyers, journos, soǒt devs)

▶ Weaker rationale for slowing down AI due to job automation. AI alignment concerns?

Eloundou et al (2023) Acemoglu and Restrepo (2022)
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Final thoughts

▶ AI is a new technology with many different features and uses

▶ Touches on issues across fields: macro (growth, innovation, labor), pol. econ, IO

▶ We have a responsibility to study the benefits, risks, and policy implications of AI

▶ Otherwise, we leave the task to...

▶ We have only started to scratch the surface. More questions as AI is widely adopted.
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